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Name: Djamila Ait Elhadi Student ID: 00098182
MTH512 Homework 3 9 April 2023 Advanced Linear Algebra
9 o 11 1
1. Let A= 1 9 and B= |0 2 1
00 =2
(i) Find A® B
Answer:
(2 2 2 2 2 27
04 2 04 2
00 —4 00 —4
AOB=111 1 22 »
02 1 04 2
0 0 =2 0 0 —4]

(i) Find |A ® B|
Answer: We know that |A ® B| = |A|"|B|", where m is the size of B
and n is the size of A.

Al =2x2-1x2=4-2=2

11

|B|:_2|o 2

|:—2(2—0):—4

Therefore,
|IA® B| = (2)%(4)? = 128

(iii) Find Trace(A ® B)
Answer: We know that Trace(A ® B) = Trace(A) x Trace(B).

Trace(A) =24+2=14

Trace(B) =1+2-2=1

Therefore,

Trace(A® B) = Trace(A) x Trace(B) =4 x 1 =4



2. (a) Let T:V =V, L: W — W be R-homomorphisms such that « is an

|f0r somevnot=0_V

|for some w not = 0_w

(b)

eigenvalue of T', and [ is an eigenvalue L. Prove that af is an eigenvalue
of T'® L. [hint: note that T ® L(v @ w) = T'(v) ® L(w)]

Answer: Let T : V — V be a linear transformation such that « is
an eigenvalue of T = v € V such that T'(v) = av. Similarly, Let
L : W — W be a linear transformation such that § is an eigenvalue of T
= w € W such that T'(w) = pw. Take T ® L(v @ w) = T(v) ® L(w) =
av ® fw = af(v ® w) = af is an eigenvalue of T'® L.

Let T : R® - R® |, L : R® — R? be R-homomorphisms such that
—3, —3, —7 are the eigenvalues of T', and 4, 1, 2, 3 are the eigenvalues of L.
If £ 3(T) = span{(1,0,1),(=1,1,—1)} and E4(L) = span{(1,0,1,0)}.
In view of (a), find E_15(T'® L) I claim if —3, —3, —6 are the eigenvalues
of T, then I cannot find E_15(7T'® L) unless more information is provided,
why?

Answer: If v is an eigenvector of 7', and w is an eigenvector of L, then
v ® w is an eigenvector of T'® L. Therefore,

v = (1,0,1)® (1,0,1,0) ~ (1,0,1,0,0,0,0,0,1,0,1,0)
and
U2 = (_17 17 _1) ® (1707 17()) ~ (_1707 —1707 1707 1707-1707_19())

are the eigenvectors of T' ® L corresponding to —12. By staring, these
two vectors are independent. Therefore, E_15 = span{vy,vo}. If the
eigenvalues of T were —3,—3,—6, then we have —3 x 4 = —12 and
2 X —6 = —12. Therefore, we would need to know Fs(L) and E_4(T) to
know F_12(T ® L).

Let T : R? — R? L : R? — R? be R-homomorphisms such that T'(a, b) =
(2a+4b, —a—2b) and L(a,b) = (—a+b,a—b). Find a basis for Range(T'®
L) and a basis for Ker(T ® L). [Hint: let {f1, fo, f3, fs} be the standard
basis of R* | define the colinear H : R* — R* with the standard matrix
presentation M = [H(f1), H(f2), H(f3), H(f1)], where H(f1) = T(e1) ®
L(el), H(fg) = T(Gl) X L(eg), vy H(f4) = T(GQ) X L<€2>. Now find the
range of H and Ker(H). Assume Range(H) = span{(3,7,2,1)}. Then
Range(T ® L) = span{3e; ® e3 + Te1 ® €3 + 2e9 @ €1 + €3 ® ea}].
Answer: We have

H(f) =T(e)) ® Liey) = (2, 1) @ (~1,1) = (-2,2,1, —1)
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H(fi)=T(e1) ® L(e1) = (4, —2) ® (—1,1) = (—4,4,2,-2)
H(fl) - T(el) 0% L(el) - (47 _2) & (17 _1) - (47 _47 —2, 2)

Therefore,
-2 2 —4 4
2 -2 4 -4
Ma=11 1 2 -9
-1 1 -2 2
To find Ker(H), we need to find the nullspace of Mpy. Using Kill below,
we get
1 -1 2 -2
0O 0 0 0
Me=19 0 0 o \ %
0O 0 0 0

Hence, Ker(H) = span{(1,1,0,0),(—2,0,1,0),(2,0,0,1)}. Therefore,
Ker(T@L)={e1®e1+e1®er, —2e1Re;+e3®e1,2e1 Qe+ e2@est.
We know that dim(Range(H)) = dim(R*) — dim(Ker(T)) = 4 — 3 =
1. Looking at the reduced matrix, we find that the first column of

the original matrix spans the whole column space. Thus, Range(H) =
span{(—2,2,1,—1)}. Therefore,

Range(T ® L) = {—2e1 @ e+ 261 Qe+ e @ ep — e R es}

3. Let D be a subspace of a real inner product space V and assume 2 <
dim(V) = n. Then the orthogonal space of D is denoted by D+ and D+ =
{weV|<w,d>=0Vde D}. It is clear that if D
has a basis B = {v1,...,0;}, then f € D+ if and only if < f,v; >= 0 for
every 1 <1 < k.

(i) Prove that D N D+ = {0y} [hint: Trivial, it should not exceed 2 lines]
Answer: Suppose there is a nonzero vector f in DN D+ =< f,d >=0
for every d € D but since f € D = f = 0y, Contradiction.

(i) Prove that D + D+ = V and dim(D + Dt) = dim(D) + dim(D+)
(recall that H + F = {h + f|lh € H,f € F})hint: One way, as-
sume B = {vy,...,v;} is an ORTHOGONAL basis for D. Then B
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can be extended to a basis for V', how? choose v; 1 not in D, then
V11,01, U2, ..., U are independent, continue this process, choose v 9 not
in spanf{vy,...., g, Vks1}, then vgio, vk, v1, ..., v are independent. By
continuing this process, we get a basis K = {vy, ..., U, Vi1, ..., Uy} for
V . Now for each k£ + 1 < i < n, use the (modified) Gram-Schmidt
process(i.e., just use the orthogonal basis of D, see(b) in Question 4)
and form the elements wy1,...,w,, where wi = vi — (E§:1<T;;T§> i)
Note that each w; is orthogonal to v; for every 1 < j < k. Then
W = {v,.., 0k, Wgs1, ..., w,} form a basis for V' (note that since K
is a basis for V, by construction, W is a basis for V !!). By con-
struction, D+ = span{wyy1,...,w,}. Since D N D+ = 0,, it is clear
dim(D + D+) = dim(D) + dim(D+) = n. Thus V = D + D]
Answer: We know that D + D+ C V. We show that V C D + D+.
Let v € V. Let B = {vy,...,ux} be an orthogonal basis for D. Define
T = Efzfmfvi. Let w=v—2 = v =w+ z. We know that z € D.
We show that w € D*. Therefore, we need to show that < w,v; >= 0
for every v; € B. We have

<w,v; >=<0v,v; > — < T,V >

=<0,V > — < 0,05 >= 0
Hence, w € D* = v ed+d* = D+ D+ =V. Since DN D+ = {0,},
dim(D + D*) = dim(D) + dim(D+) = n.
(iii) We know that fol f(x) dz is an inner product on Py. Let D = span{z?1}.
use the hint in (i) and find D+.
Answer: f € D if and only if < f,v; >= 0 Vu; in a the basis of D. We

have
! : a c d
<f,:l?2>:/a:z(ax5+bas2+c:c+d)dx:——|——+—+_:()
0 6 5 4 3
! a b c
<f,1>:/(aaz3+bx2+cx+d)d$:Z+§+§+d:O
0



We obtain the system

a
11 1 1
ISR
132 e 0
d
Using kill below, we get
a
1 0 =3 —=16] |b] 10
01 & 15| [c| [0
d

We obtain a basis for the nullspace of the matrix {(3, —12,1,0), (16, —15,0,1)}

10
Therefore, a basis for D* is

15
K = {32° - Z.ﬁ +2,162° — 1502 + 1} 6

No linear combination of the two polynomial in the basis gives a poly-
nomial of the form ax? + b. Therefore, D N D+ = {0ps}

(iv) (nice, no need for Gram schmidt Thm) Let
D = span{@, = (1,0,0,1,0),Q2 = (0,1,1,1,0)}

It is clear dim(D) = 2. Use the normal dot product on R5 and
find D+.[Hint: Matrix multiplication is a dot product of 2 vectors!.
So construct the matrix M, 2 x 5, i.e., ()1 = first row, ()2 = second

row. Then find Null(M), i.e., the solution to the homogeneous system
MX =0, then D+ = span{ basis of Null(M)}]

Answer: Let M = [é i) (1) i 8} Find Null(M). We find

{(0,-1,1,0,0),(-1,-1,0,1,0),(0,0,0,0,1)}
is a basis for Null(M) = D*. Therefore,
D* = span{(0,-1,1,0,0),(—1,—1,0,1,0),(0,0,0,0,1)}



(v) Use the "mimic dot product” on Ps. Let D = span{z* +x, 2> + 2>+ z}.
Find D*. [hint: Translate to R5, use the normal dot product on R®.
Stare at (iv), translate the answer of (iv) to Ps. Done]

Answer: By translation and (iv), we have

Dt = span{—2® + 2%, —2* — 23,1}

4. (a) Let V be a normed vector space over R. Prove that w <

[|z|] + [yl
Answer: We have

e +yl|+|lz—yll=lle+y—y+yl|+]|lz—y+z—2z

<|lz+y =yl +llyll + lle —y = =[| + [[=[| = 2([|=[| + [ly[])

N H:U+yHJ2er—y!|

< [lz[l + [yl

(b) Let V' be a real inner product vector space and vy, ...,v; be nonzero
pairwise othogonal vectors (points) in V . Choose @ & span{vy, ..., vy}
and let h = @ — (Ele%vj). Prove that h is orthogonal to every
v;,1 < i < k. [Hint: Routine calculations using the definition of inner
product)]

Answer: We have

< hv; >=<Q— (ij’l%w% P>
J
=< Q,v; > — < E.§:1< Ci}’?‘}; >vj,v7; >
J
=< Q,v; > —Eé’zl% < v, v >
J
=< Q,v; > <@z < v, v >

Therefore, h is orthogonal to every v; in the list.



(¢) V be a real inner product vector space, and D = span{vi, ..., v;}, such
that dim(D) = k < dim(V). Choose a point ) in V' — D. Then the
distance between @) and D is denoted by d(Q, D) = min{|Q—d||d € D}.
Question? how do we find d € D such that | —d| is minimum. Answer:
(the idea relies on what we learned in school that says: assume L is a
line in the plane and () is a point not on the line L. To find the distance
between the point ) and L, we draw a perpendicular line, say H, from
() to the line L, then H intersects L in a point A. Hence A is on the
line L and it is the nearest point to @)). Now, let B = {wy, ..., w;} be
an orthogonal basis of D. We know that h = Q — (3 <Q—wj>w]) is

J=1 Juwy?
orthogonal (perpendicular) to every w; . Thus d = Eﬁzl%wj € Dis
such point (vector) in D where |Q —d| is minimum. Let D = span{w; =
(1,0,0,0, —4),ws = (4,1,1,1,1)}. Then D is a subspace of R°. Given
Q =(2,2,2,2,0) isnot in D. Find d € D such that |Q —d| is minimum.
Use the normal dot product on R®. [Hint: to minimize the calculation,
wy, wy are already orthogonal.]

Answer: 0
< w; >
d=>2_ ) :
DT
< Q;wl > < Q7w2 >
> 1 5 W2
|| ||
<(2,2,2,2,0),(1,0,0,0,—4) > <(2,2,2,2,0),(4,1,1,1,1) >
17 20
B 2 L 14
R TR e

248 14 14 14 39

= (%5 20'20° 20" 170

5. Let T : R? — R3 be a linear transformation, B = {(5,1),(4,1)} be a basis
for R? | and C = {(1,0,1),(0,1,1),(0,—1,0)} is a basis for R® , Given
T(5,1) = (—1,0,1) and T(4,1) = (0,0, 1).

(1) Find [T]B,C’
Answer: [T)pc= K 'M'Q™!, where

10 0 ~1 0 -
K=|01-1|,M=1]0 O,Q:L 1]
11 0 1 1

7



Therefore, [T]pc= |1 -3
1 -3
(ii) Use (i) and find T'(7,8)
Answer:
-1 4 - 25
T(7,8)pc=|1 -3 [8]: —17
1 -3 —17

= T(7,8) = 25(1,0,1) — 17(0,1,1) — 17(0, —1,0) = (25,0, 8)

(iii) Find the standard matrix presentation of 7'

Answer:
—1

4
Mr=MQ1t=10 0
0 4

(iv) Use (iii) and again find 7'(7,8) .

Answer:
—1 4 25
I —1 7
Mr=MQQ =10 0 [8] =10
0 4 8

<
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MTH 512, Home Work III Hodeof
9335 %
) 2 1 1 1
QUESTION 1. Let A = ) andB= (0 2 1
00 -2
() Find A® B
92 24 2 % 9
O " 2 0 4w 2
AeB- (B 2B\ [© © ':' 09, ‘;'“
i
18 28 !
(b] 9 1 0 4 2
o o0-2°2 o M

(i) Find |A ® B|

IA®E| = A" \B\n , 0=2 m =3
la) = 4-2-=2
1Bl = -H

lagB\ = (-u\'1 = iR

(iii) Find Trace(A @ B)

Trace (A®B) = Trace (A) Trace (B) = (M)(4) =y

QUESTION 2. (a)Let T : V — V. L : W — W be R-homomorphisms such that « is an eigenvalue of T, and (3 is
an eigenvalue L. Prove that a3 is an eigenvalue of 7 ® L. [hint: note that T ® L(v @ w) = T(v) @ L(w)]

T(v) = Vv fm some VeV for some v not =0_V

L(w) =BW ‘Ee( some wel . For some w not = 0_W

(Tel) (Vew) = TM @ LW = av @ Bw = xB (Vew)

(b)LetT : R* — R3,L : R* — R* be R-homomorphisms such that —3, —3, —7 are the eigenvalues of T, and
4,1,2,3 are the eigenvalues of L. If E_3(T) = span{(1,0,1),(—1,1,—1)} and E4(L) = span{(1,0,1,0)}. In
view of (a), find E_»(T ® L)

I claim if —3, —3, —6 are the eigenvalues of 7', then I cannot find E_j»(7' ® L) unless more information is
provided, why?

{e_l,e_2, e_3} standard basis of RA3, {b_1, b_2,

b_3, b_4} standard basis of R4

E.a(TOL) = span ?(i,o. 1,0,0,0,0.0,1,0.10) (-4,0,-1,0 ,1‘0.1.0\—&.0.-1.0\'3.

\§ the eigenvales are -3,-3.6 then we will have 2 Possiailities for E.o (TaL)

& -3x4 =19 ad ax-6--12

Use the language of tensor E_{-12} = span{e_1(tensor)b_1 + e_1(tensor)b_3 +
e_3(tensor)b_1 + e_3(tensor)b_3, -e_l(tensor)b_1 - e_I(tensor)b_3 +
e_2(tensor)b_1 + e_2(tensor)b_3 - e_3(tensor)b_1 - e_3(tensor)b_3}




(c)LetT : R* - R?,L : R* — R® be R-homomorphisms such that 7(a,b) = (2a + 4b, —a — 2b) and
L(a,b) = (—a + b,a — b). Find a basis for Range(T ® L) and a basis for Ker(T ® L). [Hint: let {fi, f2, f3, fa}
be the standard basis of R*, define the colinear H : R* — R* with the standard matrix presentation M =
[H(f1), H(f2), H(f3), H(fs)], where H (f,) = T(e))® L(e1), H(f2) = T(e1) @ L(e2), ... H(fa) = T(e2) ® L(e2).
Now find the range of H and Ker(H). Assume Range(H) = span{(3,7,2,1)}. Then Range(T® L) = span{3e;®
er+Ter @ ex +2er @ep +ex @ ea}l.

?Q 2

T @ L2@®@1—) (R1®(R

Tol: (a,0:)8 (b, b)) > ' (a,a) @ Llbib,)
His e oleer W R'— R

Tle) = T(40) = (2,-3) L= Loy = (1. 1)
Tees) = Tlo4) = (4, -?) Lees)= L (0.1) = (1, -1) Q
HER) = Ter®oLlE) = (2.-) ® 4,4) = (-2,8,4.-1)
W) = TEe®LE) = (2-4) ® (1,-1) = (9,-2,-1,1)
W) = Te) ®LE) = (4,-0) @ (-1,1) = 4.4, 9,-2)
Wik = Tee) @ Loy = (4-2) @ (4. -1) = (H.v,-2,2)
-2.2 w0y 1 -4 2 -9
MH - 2 -2 u -M ~ e) O 0 o
1 4 2 -9 o o o
i K 4 60 O o O

Range (H ) = Sean 1(3,-1, 2.-0]
Qou\fae (T®L) = 5pan1C,@C, + -6, ®e,+ 26,86, +-2C, @ €,

To -Pmcl the KerLTQL.\ we 5q\\le -2 v ™! o
QA -2 u M
14 2 ol S

4 1 2 2.0

Kee (V) = Spen§ (1.4,00) , (-20,40), (2.0,0.4)]
Ker (ToL) = Hoand OB, + R E, , -2C.QE. + &, ®C,, 20.0C, + ,8€:



QUESTION 3. Let D be a subspace of a real inner product space V' and assume 2 < dim(V) = n. Then the
orthogonal space of D is denoted by D+ and D+ = {w € V |< w,d >= 0 for every d € D}. Itis clear that if D
has a basis B = {vy, ..., v}, then f € D+ if and only if < f,v; >= Oforevery 1 <i < k.

(i) Prove that D N D+ = {Oy }[hint: Trivial, it should not exceed 2 lines]

assame 3V¢OveDﬂDL = veD , ve D'
Bz delalen & DT <V =0 < V=0v |l conradiction.

(i) Prove that D + D+ =V and dim(D + D+) = dim(D) + dim(D+) (recallthat H + F = {h+ f | h € H

and f € F})lhint: One way, assume B = {vy,...,v;} is an ORTHOGONAL basis for D. Then B can be
extended to a basis for V, how? choose v not in D, then vy, vy, vs, ..., v are independent, continue this
process, choose vy42 not in span{vy, ...., Vg, Vg+1 }, then vg o, vgy1, vy, ..., vy are independent. By continuing
this process, we get a basis K = {vy,..., v, Vg s1,..., 0} for V. Now for each k + 1 < i < n, use the
(modified) Gram-Schmidt process(i.e., just use the orthogonal basis of D, see(b) in Question 4) and form the
elements wy.y, ..., w,, where w; = v; — (Zle <T|J—;:|’§Zvj). Note that each w; is orthogonal to v; for every
1 < j <k Then W = {vy,.., 0%, Wk+1, ..., w, } form a basis for V' (note that since K is a basis for V, by
construction, W is a basis for V'!!). By construction, D+ = span{wy,...,w,}. Since DN D+ = {o,}, it is
clear dim(D + D) = dim(D) + dim(D+) = n. Thus V = D + D+ |

— -L
Vo povR D+ =V we pove Wk V veV | y = w +d 53 de O ad wedt
B = %V‘, \-\.VK—E S 00“\0%0(\0\ basis Qor D
ToaKe 0.:\.3 veV. Then Vo= v - SV V., - <V'_V’>V;_“,_<LK>VK
w.\? \v,|? v WV \?
thea Vo is ordhoganad to Vi for 1g1 gK. = Ve € v

V= \o + <V vV, N < VN> Vli-“\ + <V.\Vk> Vi

w.\? (WAL Ve \?
- — _
€
D (bhis is o Linear Cambdinedion
o8 4he bugs)

S V-DD"
din (D +D7) = dim (D) * dim (D) = din (D ADY)
I
1047
i (%Ovi) =0 .

3 dn( O +D) = dm (D) + dim (DY)



(iii) We know that fol f(x) dz is an inner product on Py. Let D = span{z”, 1}. use the hint in (i) and find D*.

debv=1. Fad g ardhogonol pryedion of & overi. Teandake to R

b
fide - 1 <xAy = V¥ 1dx = Y

2 2
V‘l= X _ <X1: _1> . 1 = Xq- 3//3
i

3 1
<1,Xq—i/5>=03 XQ-*/_a,dx: )_i_&/%x\‘3 =0
3

> %1. x> i/3,3 iS 01‘“\0%0(\0\ vasis af D.
Toke X* & $pan 1. 2™ 3}

a n
LAY = M cxiaidgy s Y <xEY Yy = 4
i
vy = xio Ml A (X )
1 AL

we con cheM <V N> =0 and <V, VD =0
TaKe X & 3pandV. V, V.3
<x AY =Y <x S = Y

4‘
Vy= X - /a A _ Mo (¥t¥) - X -3}6 X - 3/36
i L\/»\'f) A
we con cheM <V, V> =0 Gnd <V, VWD =0 é>

you used the proof to do the calculation, and that is fine. See the solution by Jamila, simpler Calculations




(iv) (nice, no need for Gram schmidt Thm) Let D = span{Q; = (1,0,0,1,0),Q, = (0,1,1,1,0)} . It is clear
dim(D) = 2. Use the normal dot product on R* and find D .[Hint: Matrix multiplication is a dot product of
2 vectors!. So construct the matrix M, 2 x 5, i.e., Q| = first row, Q> = second row. Then find Null(M), i.e.,
the solution to the homogeneous system M X = 0, then D+ = span{basis of Null(M)}]

M= (1006 10
ol 1 10

10 o 10'\0) 1 -1 -1 o @‘.o\

ol 1t 10 g+t L 1 0.0
Xa_:—X:‘—X,,‘
X|=—X.q

Xy, Xy, X5 Rree Vaniables
Nul(M) = 3pan §(© -4, 1.00) (-4,-30,1,0) (0,0001)] = D

(v) Use the "mimic dot product” on Ps. Let D = span{z* + z,2* + 2% + z}. Find D*. [hint: Translate to R>,
use the normal dot product on R>. Stare at (iv), translate the answer of (iv) to Ps. Done]

Trenslade D to (RS, b) = Span{(4,0.0.4,0),(0. 4, 4.4,
N P

D = N st L M) (H om the SIS VES pw\‘”

NOL

1D = Span{l0.-4,4,00) ,(-1,-20,1,0) (0.0,0,01)]

1 3 .
D =8ang-%+x, -x"x®x 1§



QUESTION 4. (a) Let V be a normed vector space over R. Prove that w <|lz|| + [|yl]-

Hx+yl + WX-yg0 < WX o Wal o UxW o W30 o wxl + |y
Q 2 2 QU QU

(b) Let V be a real inner product vector space and vy, ..., v, be nonzero pairwise othogonal vectors (points)
in V. Choose Q ¢ span{vy,...,v;} and let h = Q — (Zle ﬂlzvj). Prove that h is orthogonal to every v;,

[v;l?

1 < i < k. [Hint: Routine calculations using the definition of inner product]

Choo® 04 . ghow <h, V> =0

K
Khvy>= <g-2 S@V> 0y

g=+  lv\?
s QWD
=@, vw>-2 e Vv
U=t )

\\0 'For d#—fa
= Q.U - BN v Y =0
\')

v

(c) V be a real inner product vector space, and D = span{vy,...,v;}, such that dim(D) = k < dim(V).
Choose a point @ in V — D. Then the distance between @ and D is denoted by d(Q, D) = min{|Q —d| | d € D}.
Question? how do we find d € D such that |@Q — d| is minimum. Answer: (the idea relies on what we learned in
school that says: assume L is a line in the plane and @ is a point not on the line L. To find the distance between the
point Q and L, we draw a perpendicular line, say H, from () to the line L, then H intersects L in a point A. Hence
A is on the line L and it is the nearest point to Q). Now, let B = {wj, ..., w;} be an orthogonal basis of D. We
know that h = Q — (E?:] <|Qw’—j§>wj) is orthogonal (perpendicular) to every w;. Thus d = E?:l %w.j eD
is such point (vector) in D where |@ — d| is minimum.

Let D = span{w; = (1,0,0,0,—4),w; = (4,1,1,1,1)}. Then D is a subspace of R°. Given Q = (2,2,2,2,0)
is notin D. Find d € D such that |@Q — d| is minimum. Use the normal dot product on R°. [Hint: to minimize the
calculation, w;, w, are already orthogonal. ]

Ql: <anl> w‘ 4 <G.U~)i> wl
\w.\"\ lw'l|1

<A, W =(2292.206)-(1,00.0,-4) = A
QWY =(292.20) - (4. 4,1,4, 1)= 3+ 2+2+2 =14



\w? = )+ () = 17
W= (P2 W o (1« )+ ()= 206

d= 2 (1,00.0,-4) + R (44441)
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QUESTION 5.Let T : R?> — R3 be a linear transformation, B = {(5,1),(4,1)} be a basis for R?, and C' =
{(1,0,1),(0,1,1),(0,—1,0)} is a basis for R*, Given T'(5,1) = (—1,0,1) and T'(4, 1) = (0,0, 1).
(l) Find [T]B,C

[Tlgc=C MQ™

-1 O
el el
i 4 114

1t 0 o B o0
C- Q { _l \ C = -1 o0 1
L 1+ o o U R |
{ o o . 1
- -1 -
[(tl gc= | -1 o i ( 0 O) ( ! > = i
o U 1 4 -1 5 1
I3 \ja 2
callit L

note M_T = LQA{-1}




(i) Use (i) and find T(7, 8)
rd g, = ( j

i Q (o) 25
qu|%):515 o - A Ay = 0)
i i 1) g
(ii1) Find the standard matrix presentation of 7°
_ -1 1\ [4 -1
[l(i.O\] e =(14 _3)& ) = ( 1)
1 -3/\® 1
i 8 () -1
T(AQ) = -4 0) + )+ '1) = (6]
1 i o) o
[roy] -t 1)\ o M
]&c 1 -3)(1) = ('3
1 -3 =3

(iv) Use (iii) and again find 7'(7,8) .

o k(3 S ) 2] 2

Since M_T is the standard matrix, we have T(7,8) = M_T(7,8)AT = (25,0, 8). NO NEED for QA{-1}!!

note that M_T = LQA{-1}, see above




